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ABSTRACT
Low-Earth-Orbit (LEO) satellite networks, such as Starlink, are
transforming global network connectivity by bringing Internet ac-
cess to remote and underserved areas. However, the current cover-
age and performance of the LEO satellite network service compared
with those of cellular networks are under-explored. In this work,
we present a measurement study of the Starlink LEO satellite net-
work in comparison with cellular networks, aiming to uncover the
potential for synergistic integration. Through a large-scale data
collection campaign and in-depth analysis, we (1) identify the per-
formance characteristics of two Starlink configurations, (2) evaluate
the coverage of the current Starlink deployment compared to ma-
jor cellular carriers, and (3) investigate the potential benefits of
enabling multipath using both LEO satellite and cellular networks.
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1 INTRODUCTION
Since its debut in 2020, SpaceX’s revolutionary Starlink, a Low-
Earth-Orbit (LEO) satellite network, has gained over 1 million users
with its promise of delivering global connectivity [4]. It aims to
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provide services to remote and inaccessible areas where traditional
wired or wireless networks fall short. However, both LEO satellite
systems and cellular networks face distinctive challenges that im-
pede their ability to consistently attain peak network performance.
The seamless operation of Starlink requires an unobstructed view
of the sky. On the other hand, the coverage of 4G/5G cellular net-
works heavily relies on the extensive deployment of base stations.
Although some initial research has previously touched on Starlink’s
performance [21, 28, 29], there lacks a comprehensive investiga-
tion that compares the LEO satellite networks to terrestrial cellular
networks. It is also necessary to explore the mobility of Starlink
dishes. Additionally, the performance and accessibility of Starlink
and cellular networks can often complement each other, and thus
enabling multipath connections may bring superior throughput
and reliability compared to relying on a single network.

To fill this gap, in this paper, we conduct a large-scale mea-
surement study to understand the performance characteristics of
Starlink satellite networks and compare the performance coverage
between Starlink and cellular networks.

First, we collect a unique driving dataset comprising experimen-
tal results of both Starlink and cellular networks, including two
types of Starlink configurations and three cellular carriers. During
our data collection, we conduct a range of experiments on several
network performance metrics. Our driving routes that span across
five states in the US, consider different geographical areas, densities
of infrastructure deployment, and user populations. Throughout the
data collection process, we cover a total distance of over 3,800 km in
over onemonth. Themain challenge comes from how to collect data
for both network types simultaneously and ensure apple-to-apple
fair comparison. We address this by installing two Starlink dishes
on the vehicle rooftop and carrying five smartphones set side by
side. With our dataset, we aim to answer the following questions:
• What is the performance achievable by Starlink networks,
in particular under mobility? Previous studies look at Starlink’s
performance using stationary hardware and none of them considers
mobility. For stationary use, there are already numerous ways to
access the Internet, while on the move people basically only rely on
cellular networks. Therefore, we take a different view to examine
Starlink under mobility and compare it with cellular networks. We
evaluate key performance metrics of Starlink, such as throughput,
latency, and packet loss. Through bulk transfer and ping tests con-
ducted during driving sessions across diverse geographic locations,
we evaluated the performance disparities between TCP and UDP,
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uplink and downlink, and different Starlink configurations. Further-
more, we analyze the impact of different factors such as moving
speed and TCP parallelism on network performance.
• How does Starlink’s performance and coverage compare to
that of major cellular carriers? To better understand whether
Starlink offers a broader coverage than traditional cellular services.
We compare the coverage and performance distribution of Starlink
and cellular networks in different areas. We aim to provide insights
into the viability of Starlink as a potential alternative to cellular
networks for those who require reliable connectivity in the wild.
•What is the potential of enablingmultipath for Starlink and
cellular networks? The multipath technology was introduced to
enhance network performance by utilizing multiple network paths
simultaneously. Given the highly variable performance of Starlink
and cellular networks, combining both networks may lead to a more
satisfactory user experience. Thus, we conduct emulation using
our collected network traces to compare the performance of single-
path and multipath transports and understand the improvements
brought by MPTCP in throughput and reliability.

We summarize our key findings as follows:
• Compared to cellular networks, Starlink suffers from elevated
packet losswhile the latency stays similar.We find that TCP severely
suffers from such a high packet loss of Starlink, leading to only 1/5
of the throughput achieved by UDP over Starlink. TCP parallelism
brings more benefits to Starlink than to cellular networks likely due
to its effective handling of packet loss. Nonetheless, this finding
also calls for better congestion control or Forward Error Correction
(FEC) algorithms tailored for such characteristics.
• We compare two types of Starlink configurations, Roam and Mo-
bility, both designed for use outdoors. While we do find better over-
all performance offered by the more expensive one (Mobility, hav-
ing 2× higher mean/median throughput), its additional cost cannot
be fully justified by current usages. The 75-percentile throughput
of Roam, 93 Mbps, can already meet most application requirements
in the wild.
•Due to the ultra-high speed operations of LEO satellites, the user’s
moving speed is negligible and thus poses little impact on Starlink’s
network performance, resulting in a similar trend across different
speeds compared to cellular networks.
• Cellular networks offer better performance in urban areas thanks
to the densely deployed base stations, while Starlink wins in sub-
urban and rural areas with fewer obstructions. Since most of the
time, the cellular services experiences are either low-band 5G or 4G
LTE, the cellular throughput does not often reach very high. Star-
link demonstrates better overall performance. However, even after
combining cellular and Starlink, there are still areas with low perfor-
mance (<50 Mbps), likely due to the combined effect from cellular
base station deployment and obstruction to satellite connections.
• In ourMPTCP experiments, we first find that, under the default OS
configuration, MPTCP using Starlink and cellular networks brings
marginal throughput gains compared to single-path transfer due to
the high variation of both networks easily filling the buffer. After
tuning the OS buffer settings, we seemore significant improvements
(up to 66% improvement over the better path), benefiting from
the complementary characteristics between Starlink and cellular
networks. This emphasizes the need for better MPTCP scheduler
and congestion control algorithms.
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Figure 1: Download throughput of different networks.

To the best of our knowledge, this paper represents the first
in-depth investigation that closely examines the performance of
Starlink in comparison to cellular networks, particularly under mo-
bility. Through our measurements and analysis, we have firmly
supported the case for multi-path transport using LEO satellite net-
works and cellular networks. We have released all the measurement
data and source code associated with this study [7].

2 MOTIVATION
LEO satellite networks, such as Starlink, utilize distinct commu-
nication and connectivity technologies that set them apart from
traditional cellular networks. Unlike cellular networks which rely
on terrestrial base stations, Starlink operates through a constella-
tion of satellites. A user-side dish connects with a satellite, which in
turn, communicates with a ground station. These ground stations
relay data to and from the Internet. It is important to note that
Starlink requires Line-of-Sight between user dishes and satellites.
Obstructions such as tall buildings or trees can disrupt the satellite
connections. Consequently, Starlink has better performance in open
and remote areas. In contrast, cellular networks excel in densely
populated areas where a dense deployment of base stations ensures
reliable connectivity. Moreover, due to their differing deployment
strategies and thus service availability, the two types of networks
can exhibit highly varied performance and coverage characteristics.

To validate our hypothesis, we conduct a preliminary experi-
ment using smartphones connected to Starlink routers via Wi-Fi
and to cellular networks, in a moving vehicle. We perform iPerf
data transfer tests to AWS servers and compare the throughput be-
tween Starlink and cellular networks. Our results are summarized
in Figure 1, where darker colors (blue/green/orange/red) indicate
periods of higher throughput. As we traversed different areas, we
can observe instances where Starlink demonstrated better through-
put performance compared to the cellular network, and vice versa.
If combining the strengths of both networks, users can enjoy a
seamless and stable high-performance experience throughout their
journey. This motivates us to conduct further investigations to com-
prehensively understand the performance and coverage of both
network types in real-world scenarios, and to assess the feasibility
of multi-path transport for LEO satellite and cellular networks.

3 MEASUREMENT METHODOLOGY
3.1 Hardware and Services
We first introduce the hardware setups and network services used.

Starlink offers a variety of plans, including Residential, Business,
Roam, and Mobility, among others. In this study, our focus is on
the Roam (RM, for short) andMobility (MOB) plans, specifically
designed for portable and in-motion use. The Roam plan offers
easy portability compared to a standard Starlink dish and provides
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Figure 2: Two dishes are mounted on the rooftop and five
smartphones are placed side by side in the vehicle.

Internet access while stationary or on the move. TheMobility plan,
on the other hand, receives the highest priority in the network, for
instance, during congestion. It is specifically designed to support
critical in-motion applications, such as those used by emergency
personnel. Besides,Mobility has over 4× the hardware cost and a
higher monthly fee than Roam. For a direct comparison between
the two plans, we have installed both Starlink dishes on the rooftop
of a vehicle. However, we acknowledge the possibility of interfer-
ence that may affect the results. For experiments involving cellular
networks, we have selected three major commercial carriers in
the US: AT&T (ATT), T-Mobile (TM), and Verizon (VZ). We utilize
five Samsung Galaxy S21 smartphones. Three of these devices are
connected to the cellular services, while the remaining two are
connected to the Starlink dishes using Wi-Fi.

Figure 2 shows our dish placement and smartphone setup.

3.2 Software Measurement Tools
We utilize several software tools for data collection: (1) We use
iPerf to run TCP/UDP downlink and uplink data transfer tests.
(2) To measure latency accurately, we have developed an Android
application that sends ping packets using UDP (UDP-Ping), as ICMP
ping packets are often blocked by certain servers. (3) To collect
information on network type, vehicle speed, GPS location, and
signal strength, we employ 5G Tracker [30, 31], a monitoring toolkit
for cellular networks. We have made modifications to enable its
functionality under both Wi-Fi and cellular connectivity.

3.3 Data Collection
We perform extensive drive tests across major cities and interstate
freeways (spanning five states) in the US. It encompasses diverse
geographical regions, including densely populated urban areas with
tall buildings and open rural areas with minimal obstructions. We
drive at varying speeds in various areas. However, our driving speed
is capped at 100 km/h due to speed limits on different road seg-
ments. The driving routes consist of both straight and curved roads,
aiming to generalize our results with regard to vehicle steering. We
collect data during both daytime and nighttime. Furthermore, our
data collection includes not only clear weather conditions but also
rainy and snowy conditions, to capture potential performance vari-
ations caused by environmental conditions. Note that, despite the
breadth of factors considered, not all are explicitly discussed in the
following sections. Upon analysis, certain environmental factors
such as terrain and the time of day, along with network-related
factors such as server locations, are found to have a minimal impact
on the network performance.

Our driving trip yields a unique driving dataset, containing 1,239
network tests and 9,083 minutes of traces. Our field trip covers a
total travel distance of over 3,800 km.

4 STARLINK BASIC PERFORMANCE
In this section, we analyze and compare the performance character-
istics of Starlink satellite networks with cellular networks, focusing
on two Starlink configurations, Roam andMobility. We evaluate
fundamental performance metrics including throughput, latency,
and packet loss, and conduct an in-depth examination of the per-
formance gaps from different aspects. Besides, we also examine the
impact of vehicle speed and TCP parallelism on performance.

4.1 Throughput, Latency, and Packet Loss
We start with analyzing the key performance metrics of Starlink.

TCP vs. UDP downlink. Figure 3a plots the Cumulative Distri-
bution Functions (CDFs) for TCP and UDP downlink throughput of
both Starlink (Mobility) and cellular (AT&T, T-Mobile, and Verizon)
networks. While the performance disparity between cellular TCP
and UDP is minimal, the results consistently reveal that UDP outper-
forms TCP in satellite networks, with the mean throughput being
128 Mbps and 29 Mbps, respectively. This performance advantage
of UDP can be attributed to the significant packet loss experienced
by TCP in satellite networks. To substantiate this proposition, we
analyze the Tcpdump traces collected while running iPerf and plot
the average TCP packet loss across all networks in Figure 5. When
using Starlink, there is a much higher occurrence of packet loss
in both the uplink and downlink directions, compared to cellular
networks. This leads to retransmissions ranging from 0.3% to 1.3%.
Such elevated packet loss significantly impacts TCP performance
and ultimately decreases Starlink’s TCP throughput. Additionally,
it is important to note that the UDP performance achieved with the
Mobility plan demonstrates a level of throughput that is compa-
rable to that of cellular networks, highlighting its effectiveness in
facilitating data transfer.

Roam vs. Mobility. Figure 3b compares the network perfor-
mance between the Starlink Roam andMobility plans. TheMobility
plan exhibits superior performance compared to Roam, likely be-
cause Roam’s dish lacks the ability to adjust its orientation promptly
under high mobility whileMobility is designed for in-motion use
with a wider field of view. This may also benefit from the adver-
tised prioritization for Mobility during network congestion. The
median/mean throughput forMobility and Roam are 197/128 Mbps
and 93/63 Mbps, respectively. However, such 2x performance im-
provements are not that significant compared to the over 4x higher
cost on the hardware [5], since the network requirements of most
applications such as 1080P video streaming can already be met
by Roam. Unless for critical applications with demanding require-
ments, the more cost-friendly Roam plan can effectively serve as a
viable alternative to the Mobility plan.

Uplink vs. downlink.Comparing the UDP uplink and downlink
transfer of Starlink, we find that the downlink throughput is around
10x higher than the uplink, as depicted in Figure 3c. This design
choice of using FDD for dividing uplink and downlink channels [19]
aligns with the inherent characteristics of network traffic, where
users typically consume more data in the form of downloads rather
than uploads. Additionally, Starlink’s satellite dishes are optimized
to prioritize downlink speed over uplink speed due to limited power
resources and transmitting capacity. It is more energy-efficient to
receive a signal than to transmit it [20, 36]. We also learn that, by
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Figure 3: Throughput performance comparison from different aspects.
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Figure 5: Packet loss in TCP transfer.
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Figure 7: Impact of TCP parallelism.

design, the Starlink network offers higher downlink bandwidth
than the uplink [6].

Latency. We utilize our Android application, UDP-Ping, to mea-
sure latency. We allocate 1024 bytes to each UDP packet and cal-
culate the round-trip time (RTT) for each acknowledged packet.
Figure 4 illustrates the CDF of latency for five different networks.
Overall, the RTTs for all networks primarily fall within the range
of 50 to 100ms. Verizon and T-Mobile exhibit the lowest RTT values,
while Starlink Roam and StarlinkMobility plans experience compar-
atively higher latency. It is surprising to see that Starlink’s latency
is not significantly worse than that of cellular networks. Intuitively,
satellite networks should incur significantly higher latency due to
the long satellite-ground distance. However, the additional latency
introduced by satellite data transmission is only approximately
1.8 ms one way, thanks to the “low-earth” orbiting nature. The
estimation is derived from the LEO satellites’ orbital altitude of
around 550 km and the speed of light:

Latency =

(
Distance

Speed of light

)
=

(
550 km

299792 km/s

)
= 1.835𝑚𝑠 (1)

This acceptable level of latency indicates that satellite networks
can provide reliable performance comparable to cellular networks.
Notably, AT&T demonstrates the highest network latency among
the tested networks, likely due to its relatively low coverage along
our trip [1].

4.2 Potential Factors Affecting Throughput
We discuss the impact of two factors, moving speed and TCP paral-
lelism, on the throughput performance of Starlink.

Moving speed. To ensure an unbiased analysis and isolate other
factors, we specifically extract data collected in rural areas which
offer minimal obstructions. This methodology mitigates the chal-
lenges associated with conducting high-speed driving tests in urban
environments, where speed limits restrict the full exploration of
network performance. More than 90% of our urban data were col-
lected at speeds below 50 km/h. Moreover, the satellite connections

can be negatively impacted by obstructions, while cellular networks
may exhibit better performance in urban areas.

Figure 6 shows the average throughput grouped by speed. No-
tably, both satellite (Mobility) and cellular (AT&T, T-Mobile, and
Verizon) network throughputs have minimal variation in relation to
driving speed. This suggests that the network performance remains
largely unaffected by the vehicle’s speed during normal driving
conditions. Considering Starlink’s operation in low earth orbit at
an approximate speed of 28,000 km/h, the speed of an object on
the ground is negligible and can be considered stationary. For cel-
lular networks, on the other hand, efficient handovers contribute
to maintaining consistent throughput.

TCP parallelism. TCP parallelism is a technique that enables
parallel TCP connections between senders and receivers to in-
crease throughput. Our experiments compare three schemes: 1,
4, and 8 TCP connections. Figure 7 demonstrates the improvement
achieved by TCP parallelism on downlink throughput for both satel-
lite (Roam) and cellular networks. “P” denotes parallelism, where
’8P’ represents 8 parallel connections. Increasing the number of
parallel TCP connections enhances throughput in both networks.
Starlink achieves a better throughput improvement, over 50% with
4 parallel TCP connections and over 130% improvement with 8
connections. TCP parallelism optimizes bandwidth utilization by
distributing data across multiple connections, thereby mitigating
the impact of TCP congestion control. It also improves packet loss
handling. In case of packet loss in one connection, other connec-
tions continue data transmission, minimizing the impact on overall
throughput. Given the higher packet loss observed in the Starlink
network (§4.1), increasing TCP parallelism enables more efficient
handling of packet loss, resulting in improved throughput.

5 COVERAGE STUDY
This section focuses on the coverage area of Starlink. We discuss
the network performance in different geographical regions and the
proportion of coverage within each performance level.
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5.1 Impact of Area Types
Deploying and operating cellular base stations in rural areas incurs
much higher costs due to low population density [3], while users
in urban areas enjoy more reliable cellular network connections
thanks to the dense base station deployment. For Starlink, urban
areas with tall buildings can obstruct satellite signal transmission.
Thus, the location of the network affects both Starlink and cellular
networks.

During data collection, we traversed through different types of
areas, recording the latitude and longitude of each data point. Then
we compile a list of all cities and towns we passed through, calculate
the distances from each data point to these locations, and select the
smallest distance. Subsequently, using predetermined thresholds,
we categorize the data into three area types: urban, suburban, and
rural. The data proportion of the three areas is 29.78%, 34.30%, and
35.91%, respectively.

Figure 8 shows the throughput distributions for both Starlink
(Mobility) and cellular networks. Here, we highlight the results of
UDP downlink since Starlink’s downlink throughput is inherently
higher and UDP is less affected by packet loss compared to TCP.
They also reflect the upper limit of network bandwidth. It can be
observed that the throughput of cellular networks decreases when
reaching rural areas, while the throughput of Starlink networks
increases in rural areas. This is because cellular network base sta-
tions are more densely deployed in populated areas, whereas in
densely populated areas, the network performance of Starlink can
be affected by obstacles such as tall buildings. From our analysis of
UDP Downlink, we find that the throughput of Starlink networks
is even higher than that of cellular networks in suburban and rural
areas. We also find that the throughput of Starlink is distributed
similarly in suburban and rural areas. During our driving trip, we
found a lot of obstructions only in urban areas. Suburban areas
such as towns have much fewer high buildings, leading to similar
obstruction conditions to rural areas.

5.2 Performance Coverage
To visually represent the coverage of Starlink and cellular net-
works, we analyze our data and group data points of different net-
work performance based on different performance levels. The high-
performance regions are characterized by throughput exceeding
100 Mbps, while the medium-performance regions exhibit through-
put ranging between 50 and 100 Mbps. The low-performance re-
gions have a throughput between 20 and 50 Mbps. Additionally, we
consider a "very-low" performance level, where the throughput is
under 20 Mbps, to understand if there are regions with extremely

poor coverage for the different technologies. Although our data was
collected during certain periods in each region and might not reflect
the long-term network performance in specific regions, it still pro-
vides insights into the coverage of network performance of Starlink
and cellular networks. The results of our analysis are presented
in Figure 9, showcasing the proportions of different performance
regions for the five networks.

We can learn that Starlink Mobility exhibits the best overall per-
formance, with a proportion of high-performance regions at 60.61%.
Verizon and T-Mobile closely follow, with proportions of high-
performance regions at 44.39% and 42.47%, respectively. Starlink
Roam and AT&T, however, demonstrate the poorest performance,
with proportions of low and very-low performance regions approx-
imately at 39.88% and 53.45%, respectively. We plot a bar named
BestCL which indicates the best performance of all three cellular
networks. This is reasonable since many mobile virtual network
operators (MVNOs) utilize the services of several mobile carriers
and automatically pick the best option for users. We also combine
the measurement records of Starlink and cellular as shown as the
bars, RM+CL andMOB+CL, in Figure 9. Their improvements over a
single cellular network are likely due to the significant presence of
non-urban areas with minimal obstructions, which currently favor
Starlink’s performance. Noticeably, combining all cellular networks
also leads to results comparable to RM+CL. As mentioned earlier,
compared to Roam which is not designed for mobile use, theMobil-
ity dish has a wider field of view and better positioning capability,
resulting inMobility having the overall best coverage of network
performance regions.

We also plot two additional bars representing the best perfor-
mance if a user has access to both Starlink and cellular networks
(and can switch between them with zero effort). From a user expe-
rience perspective, this highlights the importance of implementing
multipath for Starlink and cellular networks. Due to their inher-
ent differences, Starlink and cellular networks exhibit significant
variations in the coverage of high-performance regions. Compared
with the original measurement records, these combinations achieve
better high-performance network coverage. We are encouraged to
explore the multipath feasibility in the next section.

6 MULTIPATH TRANSPORT
Multipath transport, in particular MPTCP, has shown its success in
numerous combinations of networks [11, 26, 34] and various appli-
cations [14, 15, 33, 40]. In this section, through realistic emulation,
we demonstrate the potential of enabling multipath for Starlink
and cellular networks.
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Figure 11: Throughput traces for single-path TCP and MPTCP data download.

Experimental setup. We run MPTCP experiments on two
Ubuntu 22.04 hosts, using MpShell (a variant of Mahi-mahi [12, 32]).
It creates multiple virtual interfaces with controlled network con-
ditions, using packet traces and latency statistics. To this end, we
use the UDP downlink throughput traces in our driving dataset
and convert them to packet traces for replay on MpShell. Differ-
ent network traces are aligned via timestamps so that they reflect
the network conditions experienced by users at the same location
and time. Note that we opt for UDP data instead of TCP data to
emulate the available bandwidth at each timestamp and avoid the
impact of TCP congestion control. For multipath transport, we run
a modified version of iPerf [2] that supports MPTCP. It opens
MPTCP sockets instead of regular TCP sockets. To compare the
performance between MPTCP and each single-path transport, we
run two types of experiments in the MpShell environment: (1) We
start two iPerf client instances on the client machine and two
server instances on the server side. Each client downloads data
using one network interface from the iPerf server; (2) We start an
iPerf client with the MPTCP option enabled and a iPerf server.
The client downloads data from the server using MPTCP.

Results. Figure 10 presents the performance of 5-min download
tests. The first three boxes represent the single-path TCP transfer
results under AT&T, Verizon, and Mobility networks. The next two
show theMPTCP results (Mobility+AT&T,Mobility+Verizon) when
concurrently using a Starlink and a cellular service. The benefits of
MPTCP are clear; it improves the overall download throughput. On
average, the bandwidth utilization of the two tested combinations
is 81% and 84%, and the improvement over the better path reaches
30% and 66%, respectively.

We also put another two boxes showing the multipath results
before tuning the system buffer. Initially, we notice that, with the
default buffer sizes, MPTCP has marginal improvements over single-
path transfers. In some cases, the throughput collapses to “0”, lead-
ing to the failure of the iPerf test. Therefore, we increase the
buffer size to exceed 10× the link’s bandwidth-delay product to
accommodate such network fluctuations.

Looking into the throughput progression over time in Figure 11,
we can learn that MPTCP almost always outperforms either single-
path transfer, taking advantage of the bandwidth of the faster path.
For example, in Figure 11a, between 0-85s, AT&T experiences severe
performance degradation, likely due toweak cellular signal strength.
With MPTCP, the throughput is maintained at a much higher level.
Also, in Figure 11b, when both network conditions are favorable at
around 50-90s, MPTCP throughput exceeds 300 Mbps which can
never be achieved by either network alone.

The current MPTCP experiments are conducted via emulation
and we leave developing a MPTCP scheduler for LEO satellite
networks and running real MPTCP experiments as future work.
The default MPTCP scheduler implemented in the OS (kernel v5.19)
is BLEST [13] which optimizes MPTCP send window occupation
to avoid transport-layer head-of-line blocking. We envision that,
considering the specific usage scenarios and characteristics of the
two network types, further improvements can be made to future
MPTCP scheduler design, such as reducing throughput fluctuations.

7 RELATEDWORK
Compared to widely deployed mobile networks like 4G/5G [18, 31],
LEO satellite networks are relatively new and have not been exten-
sively studied in large-scale commercial deployments. Some works
take the first step to evaluate the performance of LEO satellite net-
works. Michel et al. [29] compare Starlink with SatCom and a wired
network. Kassem et al. [21] analyze Starlink connectivity from a
browser-side view. Ma et al. [28] present initial measurement re-
sults on Starlink’s network characteristics. Li et al. [25] evaluate the
network impact of Starlink’s self-driving for its satellites. Our study
differs from these, focusing on Starlink’s network performance
under mobility and its comparison with cellular networks.

Other research has offered insights into future LEO satellite net-
works and the integration of satellite and terrestrial networks [17,
23, 27]. Some focus on routing [10, 16, 38] and network topology
design [9, 35, 39], as well as handovers [8]. L2D2 [37] is a satel-
lite ground station design for low-latency downlink transmission.
Tools and platforms are proposed for evaluating LEO satellite net-
works [8, 22, 24]. In our paper, we explore the potential of combining
Starlink and cellular networks for better network performance.

8 CONCLUSION
We present a measurement study on the performance of Starlink
satellite and cellular networks. Rigorous analyses reveal that Star-
link outperforms cellular networks in open areas, but suffers from
higher packet loss leading to degraded TCP performance. Their
complementary characteristics offer potential improvements to net-
work connectivity but require optimizations. We hope that our
findings can spur more research to improve LEO satellite networks.
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